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RESUMO: This article studies the right to explainability, which is extremely important in times
of fast technological evolution and use of deep learning for the most varied decision-making
procedures based on personal data. Its main hypothesis is that the right to explanation is totally
linked to the due process of Law and legality, being a safeguard for those who need to contest
automatic decisions taken by algorithms, whether in judicial contexts, in general Public
Administration contexts, or even in private entrepreneurial contexts.. Through hypothetical-
deductive procedure method, qualitative and transdisciplinary approach, and bibliographic review
technique, it was concluded that opacity, characteristic of the most complex systems of deep
learning, can impair access to justice, due process legal and contradictory. In addition, it is
important to develop strategies to overcome opacity through the work of experts, mainly (but not
only). Finally, Brazilian LGPD provides for the right to explanation, but the lack of clarity in its
text demands that the Judiciary and researchers also make efforts to better build its regulation.


ABSTRACT: Este artigo estuda o direito à explicabilidade, importantíssimo em tempos de rápida
evolução tecnológica e uso de aprendizado profundo para os mais variados procedimentos
decisórios a partir de dados pessoais. Sua hipótese principal é de que o direito à explicação está
totalmente ligado ao devido processo legal e à legalidade, sendo uma salvaguarda para quem
necessita contestar decisões automáticas tomadas por algoritmos, seja em contextos judiciais, na
Administração Publica em geral, ou mesmo em contextos empresariais privados. Valendo-se do
método de procedimento hipotético-deductivo, da abordagem qualitativa e transdisciplinar e da
técnica de revisão bibliográfica, concluiu-se que a opacidade algorítmica, característica dos mais
complexos sistemas de aprendizado profundo, pode prejudicar o acesso à justiça, o devido processo
legal e o contraditório. Ademais, é importante desenvolver estratégias de superação da opacidade
mediante o trabalho de experts, principalmente (mas não unicamente). Por fim, a LGPD brasileira
prevê o direito à explicação, porém, a falta de clareza da sua redação demanda que também o Judiciário e pesquisadores empreendam esforços para melhor construir sua regulação.
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**INTRODUCTION**

Explainability in artificial intelligence (AI) is fundamental for solving legal issues arising with the increased frequency of the use of AI systems, especially with regard to the analysis of compliance with legislation — and an urgent need in situations of attribution of responsibility for failure of the system.\(^1\) It is also essential for detecting flaws in the algorithmic model and discriminatory biases in the data — enabling learning from the system, as well as its verification and improvement.

But there are opposite positions, depending on the application context. Robbins,\(^2\) for example, considers that there should be no requirement for explanation in tasks in which the capacity of deep learning algorithms surpass that of humans (for example, in the diagnosis of tumor malignancy from images) — especially because when performed by humans, such a task would not need to be explained (doctors do not need to explain their diagnostic techniques exhaustively, for example). The biggest problem would not be the explanation of the decision itself, but in the discriminatory bias that the algorithm might assume due to its initial programming or to the data with which it was trained (having been programmed or trained with data derived from judgments originated with racism, sexism, etc.). It is in situations where the prejudice of the decision maker can affect the rights of the subjects over who decides something that should be required to be explained, therefore.

The High Level Expert Group on AI created by the European Commission\(^3\) considers that explainability is fundamental to maintaining users’ confidence in AI. AI processes, therefore, must be transparent and explainable to those who are directly and indirectly affected by them, otherwise their decisions are indisputable. Explainability therefore requires that AI decisions are humanly understandable and traceable, which may make it necessary to choose between improving the explicability of a system (reducing its accuracy) or increasing its accuracy (at the expense of explainability). Whenever an AI system has a significant impact on people's lives, it must be possible to demand an adequate explanation of the process, which must be timely and adapted to the specialized knowledge of the interested parties (lay people, public policy makers, lawyers, researchers, etc.). In short, it is important for explainability:\(^4\) (I) it may be imposed on different opportunities (in the process in general and in the final decision); (II) in the current evolutionary moment of technology, it is common to reason that the precision of the AI system and its explainability are inversely proportional; (III) explainability obligations must be based on risk and
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depend on the impacts that the algorithmic decision has on users’ lives; (IV) explainability must be adapted to the level of technical understanding of the users.

That is an extremely relevant research topic to understand fundamental rights concerning to contradictory and wide-ranging defense, access to justice and due process in the context of new technologies that are increasingly being used for the most diverse types of decision-making processes based on personal data. Procedures related to medical diagnoses, risk analysis for granting credit (in civil scope) or evaluation of the possibility of committing illegal acts or recidivism (in criminal scope), use of algorithms by the Public Administration and the Judiciary, are just some significant examples of situations in which the need for explanation could be glimpsed, so that the *modus deciderendi* of judges, administrators (public and private) and companies can be challenged and examined in the light of the Law, when citizens may be harmed in their dignity in digital scope (databases, internet of things, clouds, etc.).

The problem that guided this research can be expressed in the following question: how could the right to explanation be expressed? Its main hypothesis is that the right to explanation is totally linked to the due process of Law and legality, being a safeguard for those who need to contest automatic decisions taken by algorithms, whether in judicial contexts, in general Public Administration contexts, or even in private entrepreneurial contexts.

Done through hypothetical-deductive procedure method, qualitative and transdisciplinary approach and literature review, the general objective of this article is to study the right to explanation in decision-making procedures that use AI, especially with regard to deep learning. In order to ensure that this objective is operationalized, the development of the article was divided into three sections, each one corresponding to a specific objective of the research. In this sense, the first section aims to understand the algorithmic opacity of decisions and the need for their transparency, the main issues related to explainability. The second section, on the other hand, attempts to relate explainability to the development of responsible AI, a more comprehensive and significant notion for the standardization of explainable AI (XAI). Finally, the third section attempts to investigate the meaning (and existence) of the right to explanation of algorithms in the Brazilian legal system, from a compared perspective to European Union’s GDPR.

**1 OPACITY (OR THE “BLACK BOX” PROBLEM)**

An atavism in a certain degree, when one is in relation to technology, is relatively normal, since technology (and the companies connected to it) is generally presented as “black boxes”, closed and opaque, that interfere in human lives. There are even scholars who ignore the digital transformation; others (usually the most innovative ones) try to fit the black boxes in the world as known, ”squeezing” them into existing ways of thinking and producing. Along this path, they argue about granting rights to robots, try to justify the regulation of technology, etc. But the worldviews in which technological innovations are been fit into are ending and, in parallel, digital transformation becomes ubiquitous, creating positive expectations — in the form of “opportunities”, usually — and negative — to those who feel threatened by technological changes.\(^5\)

The most correct attitude in this regard is the adoption of a transdisciplinary view (as opposed to the unilateral, disciplinary one), in order to understand the internal workings of complex automated systems and their applications, thus orienting the technology in favor of the advantages for mankind. Concentrating on the design of the technology and continuously reflecting on its functioning is essential for that. But such understanding is only possible if education is radically redesigned, focusing on the basic understanding of technology, moving away from knowledge based exclusively on the past, introducing new skills in educational programs in general.

Including, excluding and classifying are attitudes that constitute a new power, which guarantees what public impressions will be permanent or not. Because of that, services related to search engines (provided by companies like Google) have become essential for advertisers and users. They make profound inroads into cultural, economic and political spheres of influence previously dominated by the traditional press. But their mastery is so complete, and their technology so complex, that pressurizes transparency and trust that held traditional media accountable to the public — and people have long since ceased to know about those services, to which they give their lives’ data.\(^6\)

The “box” is “black” because of the human inability to understand decision-making processes of AI, or to minimally predict its decisions. Technologies that use AI can be considered, opaque, unintelligible, “black boxes”, because they are based on machine learning algorithms that internalize information in an inaudible or incomprehensible way by humans. Such an opacity can result from two main causes: the structural complexity of the algorithm — which occurs in deep neural networks, consisting of thousands of artificial neurons working together diffusely to solve problems; or the dimensionality of AI, that is, because it may be using a learning algorithm based on geometric relationships that humans cannot visualize, as with support vector machines.\(^7\)

(I) **Structural complexity**: deep neural networks are based on mathematical models called artificial neurons — which, despite the name, do not simulate, on a computer, biological neurons, but aim to achieve the same ability to learn from the experience that such cells work with. Training methods for those networks have been developed since the 1980s, and the ability to connect layers of neural networks produces surprising results. This connection capability, in which several layers of interconnected neurons are used to find patterns throughout data, or to make logical connections between data, has become known as Deep Neural Networks — a technology that is used even for cancer detection more accurately than experienced doctors.

In networks like that, thousands of neurons work together to decide in a complex way, since each neuron does not work alone for a well-defined part of the task, and often what is encoded by such networks is unintelligible to humans. Thus, a kind of “machine intuition” is developed, learned from trial and error — which, however much they may be described and detailed in stages, such descriptions do not allow full explanations of the process from the resulting information. They are similar to learning to ride a bicycle: as logically explainable as the process is, the real learning of balance is intuitive, resulting of trial and error, being that such explanation would never be enough for a neophyte.

(II) **Dimensionality**: machine learning algorithms often decide by observing many variables at once and finding geometric patterns among the variables that humans could not visualize. This is what happens with support vector machines ("SVMs"). An example of the principle underlying SVM can be given below.

Suppose an SVM has to determine the fittest individuals to form a basketball team from classifying them by the height and weight of many individuals and, from there, determine whether an individual is would be a good athlete or not. If each person's height and weight are written in a two-dimensional graph, it is possible to draw a dividing line from the data usable to predict something. If a height / weight combination is found on one side of the line, the information is expected to belong to a fit player; otherwise, he/she is not. There are several ways to establish this dividing line, but some of them will clearly be the best one to predict (due to various statistical, pragmatic factors, etc.).
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The dividing parameter is linear when there are only two variables supplying the model. When there are three, instead of a line (e.g., the number of points the individual marked in the last season), there will be a plan. Thus, successively, if the mathematical model is supplied with seventeen, a thousand, millions of variables, it will be humanly impossible to visualize the dividing parameter, because the human mind cannot process high dimensionalities. In addition, not all SVMs use non-linear divisions. An AI that uses an SVM to process dozens or thousands of variables would therefore be a black box due to the dimensionality of the mathematical model.\(^8\)

In addition, black boxes can also be divided into two other types, due to their ability to understand from reverse engineering processes applied after obtaining results: strong and weak black boxes. Thus, strong black boxes do not allow understanding after reverse engineering, and are related to AIs that decide in ways that are totally opaque to humans because they make it impossible to determine (a) how AI arrived at a result; (b) what information is decisive for such result; or because (c) they classify the processed variables by the AI in order of their importance. Those are black boxes that cannot be analyzed by reverse engineering AI results. In contrast, weak black boxes, although they are also opaque to humans, can be reverse engineered, allowing the importance of the variables considered to be classified (and thus, subsequently, to predict in a limited way how the model will decide).

Adadi and Berrada\(^9\) provide a more succinct explanation as to the levels of opacity - preferring to use the terms “black box”, “gray box” and “white box” as to the various levels of closure of the internal essence of a content. Thus, while a black box does not reveal anything about its content and functioning, the inside of a white box is completely exposed to the user. And in between, several levels of gray boxes might exist, depending on how much detail is available. Commercially, the concept of “black box” has been explored by technology companies, generally in relation to their efforts to protect intellectual property and maintain competitiveness. As for AI, however, the difficulty of the system in providing an adequate explanation for the way through which it came to an answer is called “black box problem”. And Rai\(^10\) puts yet another type of differentiation between machine learning algorithms, as to their explainability:

(I) **Inherently interpretable algorithms**: machine learning algorithms (decision trees, Bayesian classifiers, additive models and sparse linear models) are inherently interpretable when the components of the mathematical model can be directly inspected in order to understand the model’s predictions. Those algorithms use a relatively limited number of internal components (paths, rules, resources, etc.), but they are traceable and transparent as to their decision-making processes.

(II) **Deep learning algorithms**: algorithms that, for the sake of precision, sacrifice transparency and explainability. Such algorithms are currently employed in consumer behavior prediction applications based on high-dimensional inputs (in pixels, generally), speech and image recognition (faces, mostly), and natural language processing. In those cases, the mathematical model learns the important resources, being the programmer not required to design it with the relevant resources. As it involves pixel-level inputs and complex connections between layers of the network of artificial neurons that produce highly nonlinear associations, the model is inherently incomprehensible to humans.

Currently, however, significant advances in post-hoc interpretability techniques have brought black box models closer to simpler interpretable models, which can be inspected to explain black box models. When such techniques transform black box models into transparent models, they
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are called explainable AI (XAI), and offer a way to achieve predictive accuracy and the possibility of interpretation with AI applications.

Current debate about AI transparency have emphasized the epistemic constraints that AI-based decision systems pose to outside observers — being that lay citizens in general, public servants and even many programmers are unable to understand even the simplest machine learning algorithm. But those difficulties do not obliterate the fact that the logic behind AI is generally well-understood by experts, much better than many other complex phenomena (climate change, nanotechnology or financial markets, for example). In addition, software companies have recently developed tools to test complex systems — including AI-based systems for that purpose. A team of auditors equipped with such devices could then check the programming code, reconstruct algorithms, analyze training processes, evaluate training and results databases, feed them fictitious data, etc. Thus, although the current understanding of AI is quite advanced in theory, the literature on its transparency points to three serious challenges faced by AI audits in practice:

(I) The greater the volume, variety and speed of data processing, the more difficult it becomes to understand and predict the behavior of a system or to reconstruct its computed correlations. But this problem is not specific to AI-based systems. Today, even fully determinable programs process an almost unlimited number of objects in a very short time. And technology often also provides a solution to the problem, with at least parts of the audit being automated. The accessibility of database systems, therefore, does not depend on the “greatness” of the data, but on the way it is processed by the algorithms.

(II) In some AI-based algorithms, it is practically impossible to retroactively connect a specific input to a specific output and vice versa. All AI systems using machine learning algorithms are often considered to elude such causal explanations. But such learning comprises a wide variety of techniques — from linear regression models on SVMs to decision tree algorithms for different types of neural networks. The difficulty of establishing an ex post causal link between a specific input and output of data is very different, depending on the technique being used. Although some algorithms allow causal explanations, others do not. Even so, the difficulty of identifying causal relationships in neural networks does not render AI audits on them or on other forms of AI useless, as opacity does not affect the possibility of collecting information about the system and its operations. The search for explanations for opaque phenomena from gathering data and testing hypotheses is the standard way of producing knowledge and understanding data in science and society.

(III) Many AI systems constantly readjust the importance of the variables they use, depending on the effects of their algorithms on users. Thus, all their training operations update the system and, in such a dynamic architecture, the possible explanations are only valid for a brief moment in time. Then, even with the transparency in the programming code of an algorithm, in its complete set of training data and in its test data, only instant and specific reports would be possible. But even this dynamism does not preclude audits, as a single instant can still contain valuable information.

The solution to the lack of access to information alone involves two proposals, at least: the fiduciary model and the infomedial model, which can operate complementarily and jointly. Both suggest that individuals must relate in a principal-agent way to another entity to achieve a division of labor that can produce results. The individual (principal) would delegate, thus, to the trustee or the infomediary (agent), the power to choose the way to arrive at a scenario where more
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simplified, perceptible options and in less technocratic and more individualized ways, which allow users to make decisions based on their own experience and interest.

(I) **Fiduciary model:** the agent who receives the delegation (social networks, banks, e-mail provider, cloud storage, etc.) is also the administrator who will operate in the individual's best interest. The trustee not only protects personal information in general, therefore, because where complications arise (such as in the consent processes, for example), it builds a scenario that predetermines how the best interest of the user is served, and ensures that communication with the principal (individual) help to achieve this result. Thus, in the context of using applications containing algorithms, individuals must be able to not only consent, but also to evaluate opportunities for consent.

(II) **Infomediary model:** infomediaries, agents specialized in protecting privacy and reputation, would operate between the individual (principal) and the entities involved in the practice of data (fiduciary and others). The delegation to an infomediary would involve both for-profit and non-profit entities to ensure principal-agent relationships that could provide meaningful consent scenarios. Four potential strategies can be used, according to which infomediaries may i) help to overcome information asymmetries (between suppliers and consumers, for example); ii) help to overcome time constraints; iii) providing the principal with opportunities of less extensive choices; and iv) ensure that such choices, located in a smaller range, lead to clear results.

Intelligent systems that operate under normative systems generally have standards monitoring structures, which do not restrict the behavior of the monitored system, but record compliance or violation and, as a result, take actions resulting from the system's behavior — thus, monitoring is an observation mechanism, not an active participant. When a decision is challenged, the decision itself and the procedure leading to it are checked against specific rules for the system, analyzing precisely the existence of violations.

Those mechanisms may also be programmed to enforce compliance to norms. But their adoption would greatly slow down the evolution of computing technologies, and would be very economically demanding, because with each decision and action, the system would have to verify whether a standard applies and, then, how to act accordingly. Obviously, some entities may be willing to pay such costs, allowing the implementation of such an approach. But it may be more useful to just monitor and bear the possible penalties later.

2 FROM EXPLAINABILITY TO RESPONSIBLE AI

Although XAI research focuses on developing methods that make machine learning indicators more interpretable and explainable, there are no unambiguous definitions of the interpretation and explanation notions — which are mistakenly treated as synonyms. Not all black boxes are equally interpretable — which means that some types are more susceptible to human understanding than others. In fact, there are positions according to which the best performing black boxes are the most difficult to interpret ones.

Some examples might help to understand the difference between both notions. When an agent (human or software) assigns a subjective meaning to an object, the result of that assignment is understood to be an "interpretation". In that sense, an object may be considered interpretable to an agent if it is easy for him/her to interpret the object — where "easy" means requiring low computational or cognitive effort to understand (for example, road signs are intuitive and quickly
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interpretable because they contain symbols, not programming codes). Thus, when a human agent compares a simple decision tree to a deep neural network, being both algorithms trained with the same examples to solve the same types of problems (and with similar predicative results), that person will consider the decision tree more interpretable, because it brings semantically more understandable information than that of complex neural networks.

While “explanation” is the activity of producing a more interpretable object for an agent, from a less interpretable one. However, it must be considered that the meanings of the expressions "more interpretable" and "less interpretable" still depend very much on the agent (human or artificial), subjectively.

But the use of machine learning for decisions within the scope of Public Administration might increase efficiency without disregarding the Law, if the data learned by the algorithm are sufficient and respect the correct legal foundations. Learning from the history of cases, and reproducing those reasons in new situations, with connected legal results and descriptions of facts, is not very different from what humans would do. The difference between humans and algorithms here is that and algorithm tends to be more rigorous than humans, who, in turn, respond more organically to past cases because they have broader horizons of understanding, contextualizing their tasks more richly and, therefore, adjusting their decisions to a broader spectrum of facts — including those hidden in the literal interpretation of the norm. It is precisely this phenomenon that explains why new practices can develop under the same law. But algorithms operate without wide context, relating only to explicit texts. Thus, having human beings in the legal-administrative circuit relativizes strict compliance with rules, increasing possibilities for adapting the interpretation of the norm to more diverse contexts (new or unforeseen situations by the legislator when editing the norm, for example).

Such limited contextualization of algorithmic reasoning is problematic if all new decisions are made based on an algorithm that reproduces only the past, and those past decision models are subjected to little (if any) change by a human collaborator. This is due to the fact that, when the algorithm’s initial stage of learning is finished, and it starts to be used to produce decision models, new decisions will be based on those models. With that, one of two different situations may then occur (neither of which is ideal for maintaining an updated algorithmic support system):

(I) *new decisions are fed back into the machine learning stage:* thus, a feedback loop, in which the algorithm receives its own decisions, is created;

(II) *the machine learning stage is blocked after the initial training phase:* and with that, every new decision is based on what the algorithm captured from the original training set.

The performance of an AI-based decision system may be considered good (measured by its ability to produce decision models of good legal quality) — if it is constantly maintained by new information, which can be done in several ways, depending on how the algorithmic system is implemented in the administrative body and its procedures for issuing decisions. Thus, collaborative models between humans and AI must be developed, enabling technology companies to develop systems that improve the effectiveness and quality of Public Administration. Collaboration provides working conditions in which AI, in the long term, guarantees the detection of hidden biases and other bureaucratic deficiencies. Furthermore, collaboration can dispel black box fear, as it allows for the review of both pure human decisions and those of machines — maintaining, thus, the human standard of decisions as well.

Due to the ubiquity of technological systems in human daily life, their responsibility has been demanded by the public — and, with that, explanations about how algorithmic systems decide come in such a wake, in the same way that information is requested in the most varied areas.
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Nicholas, however, understands that explainability in decision-making systems is not just a technical issue: algorithm developers will only optimize explainability when they have reason to do so. In this sense, currently existing laws encourage explanation to some extent in selected areas - but other legal areas, such as Intellectual Property Law, encourage the opposite. The explanation is a starting point for responsibility, not a final destination. Explanations describe how an algorithm decides, but it does not provide internal means of correction when explanations contradict larger social values. This is not a technical problem and, therefore, lawyers and politicians must also discuss algorithmic explainability to decide how and when these explanations can address socio-legal damage.

It is also important to consider that a decision process depends on much more than technical elements and socio-legal rationality: intuition is fundamental in normative reasoning — which can even be helped by non-intuitive reasoning, but not replaced. It is a basic component of human reasoning and, therefore, it would be foreign to the human mind to use mathematical models in algorithms that do not admit any intuitive explanation. And the desire to regulate machine learning seems natural, so that the results of their decisions are compatible with intuition — including that the AI regulations approach their explainability.

Inexplainability has been legally and technically approached for the usefulness of explanations — mainly because of its inherent value (because respect for the other, being transparent to him, would be part of the very understanding of what the dignity of others is), enabling action (here that explainability allows understanding the decision-making process in full) and the evaluation of the fundamentals of decisions. But Law has more substantial concerns about explainability, and believing that it provides a path to normative evaluation by itself, and which is insufficient if intuition is not recognized as something important for the decision. Humans and mathematical models, in their basic day-to-day operations in Public Administration (and in the Judiciary), work in a similar way: applying similar precedents to the present case. But there is a fundamental difference between both: the richer contextualization capacity and the broader horizon of understanding of the human, unlike the machine, which applies models rigorously. Therefore, explainability alone will not lead to satisfactory respect for the use of AI in the public decision-making context in relation to due legal process, the fundamental right to information, in short, to what is understood by the Democratic Rule of Law and human dignity: it is necessary the collaborative combination between the human and the artificial elements in a certain margin, so that the learning of the latter is also adapted to the context of the former.

The possibility that AI will present innovations that can be used for improvements in all fields of industry, commerce, services (including the publicly provided ones), and knowledge, demands the solution of the explainability problem. The paradigms underlying this problem fall within the field of developing explainable AI. In this sense, Arrieta et al. developed a definition of XAI focusing on the public for which explainability is sought. Based on this definition, they proposed the concept of Responsible Artificial Intelligence. XAI would be responsible when based on a series of principles in their view: justice, privacy, responsibility, ethics, transparency, and security — which could be translated into meeting a complex of technical, normative and epistemic requirements, which could be summarized in the following list:

(I) Critics to the reasoning about Explanability and Performance: it is necessary to overcome the idea that explainability impairs the performance of deep learning. In fact, more complex models...
provide more flexibility to mathematical models, allowing them to develop more complex functions — but more complex systems are not inherently more accurate (as accuracy is totally context-depending). And even when performance improvement depends on complexity, the emergence of more sophisticated interpretation methods might mitigate the losses of accuracy eventually resulting from interpretability.

(II) Definition of XAI concepts and metrics: a unified concept of explainability must be implemented, thus providing common ground for the development of new techniques and methods. Arrieta et al. define explainability as the ability of a model to make its operation understandable to the public. And a common metric, established in a transdisciplinary way, would allow meaningful measurements on how explainable a model can be considered, in relation to different contexts.

(III) Achievement of explainability in deep learning: the intelligibility of the functioning of systems does not need to be at the same level of understanding for AI development specialists, public policy makers or totally lay users. Such a subjectivity can be reduced with inspiration from experiments in Psychology, Sociology or Cognitive Sciences to create objectively convincing explanations.

The relevant findings to be considered when creating a XAI model can be presented as follows: i) explanations are better when they not only indicate why a model decided in a certain way, but also why it decided that way and not other; ii) satisfactory explanations must translate the probabilistic and quantitative reasoning of the black boxes into causal and qualitative relationships; iii) explanations must be selective, being sufficient to focus only on the main causes of a decision-making process; iv) the use of counterfactual explanations can help the user to understand the decision of a model; v) a good explanation needs to influence the user's mental model, that is, the representation of reality external to the algorithm (using common sense reasoning, natural language, etc.); vi) an explainable model does not delegate the explanation to users, as different explanations can be deduced depending on the prior knowledge of each user.

(IV) Obtaining security in XAI: confidentiality in AI systems must also be ensured, including for reasons of Intellectual Property Law. The development of a mathematical model for deep learning may have demanded a lot of time and economic resources — and industrial secrecy could be compromised because of explainability, even at a minimum level.

(V) Development of rational explanations and Critical Data Studies: in order to transform data into a valuable asset, individuals must collaboratively engage, sharing the context in which they produce their discoveries, in which context it refers to sets of narratives about the modes through which data were processed and analyzed. XAI techniques should also be adopted because of their ability to understandably describe black boxes for scientists of Social, Human and Legal Sciences. This transdisciplinary confluence in projects related to Data Science and the search for ethical evaluation methodologies have been called Critical Data Studies, a field in which XAI can increase the exchange of information between heterogeneous audiences.

(VI) Theoretically oriented Data Science: a theoretically guided synergy between XAI and Data Science must be developed, by combining the principles underlying the application/context in which the data is produced. Thus, the model to be adopted must be chosen according to the type of relationship sought. Its structure must follow knowledge already mastered previously. The training approach should not allow the algorithm to enter non-plausible fields of information. And the results on the model's output should completely inform what was learned by the model, allowing to reason and combine new knowledge with what was previously known.

(VII) XAI Implementation and Guidelines: making AI-based models interpretable requires a great deal of transdisciplinary effort — which means examining and considering the interests, demands and requirements of all stakeholders who interact with the system to be explained (from algorithm
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developers to consumers, also comprehending suppliers, lawyers and politicians). For that, it is important to consider a series of guidelines, mainly: i) contextual factors, potential impacts and specific needs of each field of application; ii) interpretable techniques should be preferred whenever possible; iii) if a black box model has been chosen, the ethical, legal and security impacts must be weighed (in particular, the responsibility for the design and implementation of the AI system); iv) interpretability must be rethought in terms of the cognitive abilities, capacities and limitations of the human individual.

(VIII) **Confidence in the results from XAI:** in several scenarios in which deep learning is used (vehicle perception, driving autonomous vehicles, automated surgery, data-based medical diagnosis, insurance risk assessment, etc.), erroneous results might be catastrophic, which requires comprehensive regulatory efforts that ensure that no decision is made solely on the basis of data processing. Ways are also needed to minimize the risk and uncertainty of damage from automated decisions. For that reason, the use of XAI to expose in which region of the input data the model is focused when producing a certain output may discriminate possible sources of uncertainty.

(IX) **XAI and Data Fusion:** the growing amount of information currently available in almost all domains requires approaches to data fusion in order to explore them simultaneously for learning. The combination of heterogeneous information is proven to improve the performance of algorithmic machine learning models in many applications (industrial forecasts, cyber-physical social systems, internet of things, etc.). Data fusion techniques should also be explored to enrich the explainability of machine learning models, therefore.

### 3 THE RIGHT TO EXPLANATION — IN GDPR AND IN LGPD

It has been debated, since the adoption of European Union's General Data Protection Regulation (GDPR)\(^{20}\) in 2016 (but enforced only from 2018), that the “right to explanation” of AI-based decisions is legally mandatory. But there are scholars who stand by denying the existence (and even the viability) of such a right. The GDPR (in its articles 13 to 15) presents a requirement that data subjects receive significant, but adequately limited, information about the logic involved, the meaning and the consequent objective of automated decision-making systems — being that Wachter, Mittelstadt and Floridi\(^{21}\) call it “the right to be informed”, and not the right to explanation itself.

Article 22 of the GDPR establishes an ambiguous and scope-limited “right to not to be subject to automated decision-making”, from which, according to some, is possible to deduct the supposed “right to explanation”, however. Thus, the authors understand that there is a lack of precision in the language of the GDPR, which obliterates the clarity and definition of the rights instituted therein, and consequently imperils the identification of safeguards against automated decision-making and, therefore, citizens under such rule are at the mercy of a flawed regulatory system. For that reason, they propose a series of legislative steps that, if implemented, could improve transparency and accountability of automated decision-making within the scope of GDPR.

The first one concerns to the meaning of the expressions "existence of significance", "expected consequences" and "logic involved", contained in article 15 (1) h, which should be clarified in some way. The others concern to article 22 and its subdivisions. The right to an explanation should be added explicitly and legally to art. 22 (3). Furthermore, article 22 should be
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elucidated by clearly indicating prohibitions pertaining to such standard. Such a clarification should be extended to art. 22 (1), so that it is possible to indicate when decisions are based exclusively on automated processing, as well as what may be considered “legal or significant effect of the automated decision, including the creation of profiles”. And also the expression “necessary for the execution or execution of a contract” in article 22 (2) a should be clarified.

As a balance to the protection given to trade secrets, the mandatory introduction of an external audit mechanism for automated decision-making, or the definition of internal audit requirements for data controllers, should be introduced in GDPR. Finally, there should be support in the legislation for further research on the feasibility of explanations of alternative accountability mechanisms.

Selbst and Powles\textsuperscript{22} have the same opinion, in the sense that they do not interpret the GDPR as having \textsuperscript{22} a single and clear legal provision that establishes the “right to explanation”. However, they stand that GDPR is interpretable as containing such a right. The authors read articles 13 to 15, which provide rights to “meaningful information about the logic involved” in automated decisions, as being ballasts for the right to explanation (although the expression does not appear literally in the regulation). Thus, they believe that the right to explanation should be interpreted in a functional and flexible way, and should, at the very least, allow the data subject to exercise it under the aegis of both the GDPR and human rights.

Malgieri and Comand\textsuperscript{23} also understand the articles 13 to 15 and 22, GDPR, as providing a right to explanation, when \textsuperscript{23} a systemic interpretation of such devices and their subdivisions is carried out, particularly considering that: (I) some form of minimal human intervention is necessary in automated decision making (article 22 (1)), which can also include nominal human intervention; (II) the “meaningful” expected for individuals (art. 22 (1)) may also include marketing manipulation, price discrimination, etc; (III) “meaningful information”, which must be provided to data subjects on the logic, meaning and consequences of decision making (art. 15 (1) (h)) should be read as “legibility” of “architecture” and “implementation” of algorithmic processing; (IV) although the protection of trade secrets limits the right of access for data subjects, there is a general legal favor for data protection rights that should reduce the impact of the protection of trade secrets.

Furthermore, Casey, Farhangi and Vogl\textsuperscript{24} understand that GDPR not only provides for a right to explanation, but has also been revolutionary in conferring broad enforcement powers given to European data protection competent authorities (DPA), in chapters 6 (articles 51 to 59 ) and 8 (articles 77 to 84) of the Regulation. Those powers concern to investigation, consultation, correction and punishment, which make DPAs the de facto authorities for interpreting the controversial “right to explanation” of the Regulation.

GDPR provides, thus, a “right to explanation” with wide-ranging legal implications for designing, prototyping, field testing and implementing automated data processing systems. The legally enshrined protections may not require transparency in the form of a complete individualized explanation, but a holistic understanding of the interpretation of DPAs reveals that the true legal power conferred by the right to explanation in the GDPR derives from its synergistic effects when combined with algorithmic audits and “data protection by design” methodologies. Consequently, the combination of audits and regulation by design will become a standard for companies that implement machine learning systems inside and outside the European Union.


According to Kaminski, GDPR establishes a system of “qualified transparency” on algorithmic decision-making, which gives laypeople one type of information, and experts and regulators, another. This means that there is, in the GDPR, an individual right to explanation — however, deeper than counterfactuals or a superficial and broad systemic overview, being associated with other transparency measures that provide regulatory and third-party supervision in decision-making algorithmic. Such transparency provisions are just one of the ways in which the GDPR’s algorithmic accountability system is potentially broader, deeper and stronger than the previous EU regime.

But the system of algorithmic accountability that GDPR and its official interpretations have significant implementation obstacles — mainly limited individual access to justice; limited technical capacity of individuals and regulators; and high costs for companies and regulators. Because of its strong reliance on collaborative governance, therefore, in the absence of significant oversight by the public or third parties, GDPR may fail, leading to the capture or under-representation of individual rights.

Judges are also starting to use machine learning algorithms in criminal, administrative and civil cases — and as a result of that, Deeks argues that judges should demand explanations for those algorithmic results. One of the proposals that the author presents to provide more explanability to the Judiciary is to design systems that explain how the algorithms arrive at results. Thus, Courts might contribute by developing XAI meanings and definitions for different legal contexts. Judicial reasoning that develops in a downward fashion, using case-by-case considerations of the facts to produce approved decisions, is a pragmatic way of developing rules for XAI. In addition, Courts may encourage the production of different forms of XAI that respond to different legal and public contexts. It is a way of involving more public actors in the elaboration of XAI, which has, until today, been left almost exclusively in private hands.

Good examples of that contextualization of XAI by the Courts could occur in matters such as product liability involving autonomous cars or the Internet of Things; use of algorithms by the Public Administration to evaluate teachers; cases of medical negligence against doctors who depend on medical algorithms for diagnosis; government decisions to freeze assets based on algorithmic recommendations; police approaches based on the use of “automated suspicion” algorithms; and questioning of algorithm-driven forensic tests. Those cases may have questions based on due process, on the necessary review, or on the testimonies and expertise of experts on how a particular algorithm works.

It is clear that the Legislative must also participate in the regulation of XAI, requiring and formatting its use in specific sectors, or within the government. However, any statute that regulates the use of XAI must be drafted with a high level of generality — capturing basic values, but allowing the adequacy of legal interpretation in the face of rapid technological and social changes related to AI. Furthermore, the likelihood that Parliaments and Congresses around the world will be able to act is limited, if their recent actions on complicated technological issues serve as a guide.

With regard to the Brazilian data protection legislation — Lei nº 13.709/2018, the General Law for the Protection of Personal Data (LGPD in Portuguese abbreviation) — its article 20 assures the data subject to request a review of the exclusively automated decision that may affect his/her interests (digital profiling, for example). The inclusion of this norm reveals the concern
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with the limit of influence of machine learning decisions to people's lives, considering the frequency with which data analysis is carried out in an automated way, which may lead to erroneous assumptions and, consequently, to abuse through such a decision-making process. It is, therefore, the legal provision in favor of positivizing, in the Brazilian LGPD, the right to explanation, in a similar way to that of the GDPR.\textsuperscript{29}

However, Almeida\textsuperscript{30} sees the rule in question as imprecise, as there is no clarity as to which decisions may be considered to be made “solely on the basis of automated treatment”, which may affect “the interests of the holders”, nor the degree of explanation and transparency required in such situations. In addition, the audit to be carried out by the national authority may not be effective, since the system may decide based on humanly incomprehensible circumstances. In this sense, Bioni and Luciano's\textsuperscript{31} approach to explainability is interesting. The authors understand that explainability is not to be confused with pure and simple transparency, since the right to explanation is related to the requirement for information about the rationality of a specific decision. In other words, it is necessary to clarify what explainability is in order to make it efficient, making sense to those who request it.

It should also be noted that three bills are being processed in the Brazilian Federal Legislature: PL 21/2020,\textsuperscript{32} in the Chamber of Deputies; and PL 5051/2019\textsuperscript{33} — which seeks to establish principles for the use of AI in Brazil — and PL 5691/2019\textsuperscript{34} — which seeks to institute the National AI Policy, both in the Senate. Regarding the proposal pending before the Chamber, its article 6, IV attempts to define transparency and explainability as principles for the responsible use of AI in Brazil. As for the proposals pending in the Senate, one of the fundamentals of the use of AI brings “transparency, reliability and the possibility of auditing systems” (art. 2, IV, of PL 5051/2019). There is also a duty, for AI solutions, to be “intelligible, justifiable and accessible”, and also to “provide traceable decisions and without discriminatory or prejudiced bias (article 4, IV and VIII, PL 5691/2019).

It is observed the concern of the legislator to bring specific regulation for the use of AI in Brazil, and that such regulation brings with it the duties of transparency and explainability, therefore. However, it is noted that such projects, in addition to suffering from high imprecision in language, are too short and redundant, because what they bring in their text only repeats, in other words, what article 20 of the LGPD already provides. Thus, there is a high probability of archiving those proposals.

CONCLUSION

“Black box” is how opacity of a machine learning algorithm became known — that is, to the human inability to understand the logic through which an algorithm arrived at a given result.


Such opacity can occur due to the complexity of the relationship between artificial neurons (being that they learn due to a kind of “machine intuition”, explainable and detailed by human logic sometimes, but never completely), or to the dimensionality of parameters used by the algorithms (which establish interpretive mathematical logics according to logics that human beings also cannot fully understand, due to the limitations of the human mind itself).

Opacity of automated decision-making procedures can damage the democratic and dignitary degree of decisions, since, with respect to the principle of due legal process, public decisions must have their logical iter, their context and their foundations — that is, their reasons, grounding and circumstances — explained. But the possibilities for reducing AI's algorithmic opacity should not be elevated to absurd generalizations — that is, requiring that any user could fully understand the learning algorithm. It is a set of very hermetic techniques, and even computer graduates are often unable to decipher more advanced algorithms.

The regulation of algorithms for the sake of transparency must therefore focus, firstly, on the possibility of audits by experts — who, despite the inherent difficulties of the complexity of neural networks, the dimensionality of SVMs and similar systems, and the dynamics of deep learning algorithms, they can take readings (at least of important parts) of the systems to analyze their decision procedures. In addition to the importance of expert auditors, who would analyze the code available ex post, in order to obtain useful information regarding the use of personal data, it is important to develop other models of overcoming opacity — and in this sense, the models of fiduciary and infomediators would preventively assist lay users of deep learning algorithms. These models, which delegate technical expertise, would make important cognitive mediation for users, so that the transparency of the algorithm — which would allow one to previously analyze the consequences of its use in a useful way — translates into access to the information itself. Algorithm monitoring technologies are also useful for the concomitant assessment of machine learning operations — in an observant manner, rather than active participation, that will force the algorithms to decide according to certain standards.

But it is necessary to expand the normative concepts beyond just explainable AI as well: it must be made an element in favor of the development of responsible AI. This can be achieved if the explainable AI (XAI) meets normative principles of justice, privacy, responsibility, ethics, transparency, and security. Technically, those principles can be translated into meeting a complex of technical and normative requirements, summarized as developing a critique of the reasoning about the clash between interpretability and performance; definition of XAI concepts and metrics; development of explanatory techniques for deep learning and security at XAI (translatable here as respect for confidentiality, when necessary); development of rational explanations (usefully understandable by the most varied types of interested parties); establishment of Critical Data Studies (from a transdisciplinary approach), theoretically oriented Data Science, and normative guidelines on XAI; and development of techniques that will give greater confidence to the results from the use of XAI (including, through the development of the notions pertaining to knowledge about Data Fusion).

European GDPR has been criticized due to the lack of clarity of its text, which engenders clarification of its language, and the insertion of an explicit “right to explanation” (which cannot be directly read in GDPR. But it must be considered that its articles 13 to 15 and 22 provide a right to “meaningful information about the logic involved” — which, when read in a broader sense, allow an interpretation in the sense of a right to explanation. And a synergy between the right to explanation, the powers given to data protection authorities (arts. 51 to 59 w/ art. 77 to 84, GDPR) and the protection methodologies for the design of the algorithms, creates a true standard to be followed not only within the EU, but also by other countries as a good normative exemple.

Brazilian legislation already provides for transparency and explainability, mainly in its LGPD (article 20 and paragraphs, mainly). But the regulation of XAI must have the primary participation not only of the Legislative, but also of the Judiciary branch — which has great power
to contextualize the XAI to the cases in which its demand may occur. This is because, although the Legislative can contribute to the elaboration of statutes containing the values that support the use of XAI, such devices must be of high generality, with the power of the legislation to define very specifically highly dynamic issues (such as implications of technological evolution for Law and society).
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